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• Information Extraction (IE) pipelines can aid decision 
making by structuring data and pulling decision-relevant 
information from large document sets

• Much research focuses on precision/recall of the 
pipeline

• Little research on how useful the pipeline output is to a 
user
 Does text markup from an IE pipeline improve human 

comprehension of text documents?
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INTRODUCTION

Presenter
Presentation Notes
Information Extraction (IE) pipelines can aid decision making by structuring data and pulling decision-relevant information from large document sets.
Much research focuses on internal metrics of the pipeline, such as precision/recall, and little research has focused on external metrics: how useful the pipeline output is to a user.
This work focuses on external metrics as asks: Does text markup from an IE pipeline improve human comprehension of text documents?
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

EXPERIMENT 1 - RESEARCH QUESTION

Presenter
Presentation Notes
The first experiment that I’ll present, Experiment 1, was presented at last year’s ICCRTS. It was designed to tackle the question: Does text markup from an IE pipeline improve human comprehension of text documents?
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– ELICIT: Experimental Laboratory for the Investigation of 
Collaboration, Information Sharing, and Trust [Ruddy 2007]

– Scenario
Example mini-scenario• 68 sentences

• Together provide 
who/what/where/when of an 
anticipated adversary attack

EXPERIMENT 1 - METHOD

Presenter
Presentation Notes
The text used in this experiment came from the ELICIT platform. An ELICIT scenario contains 68 sentences that allow a reader to deduce the who/what/where/when of a hypothetical anticipated adversary attack. 
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Text/problem difficulty – Alston (2010), Morton & Adams (2010)

– Amount of “noise”
– Number of sentences required to solve
– Number of possible solutions

EXPERIMENT 1 - METHOD

Presenter
Presentation Notes
Previous work (Alston 2010, Morton & Adams 2010) has directly or indirectly explored ELICIT scenarios with regard to their difficulty. There are many dimensions along which problem-solving text difficulty can vary, including the amount of noise in the text (e.g., among 68 scenario sentences, only a subset may be required to solve who/what/where/when, and the rest may include irrelevant or even misleading information). 
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Text/problem difficulty

EXPERIMENT 1 - METHOD

2. Word has it that 
an unprotected 
target is preferred 
to ensure the 
likelihood of 
success

22. All high value 
targets belonging to 
Tauland and 
Epsilonland are 
well protected

29. Security forces 
are providing 
highly visible, 
around the clock 
protection to all 
visiting dignitaries 
in the region

39. Countries 
Chiland, Psiland
and Omegaland are 
taking steps to 
protect their 
embassies abroad

42. The target is a 
coalition member 
embassy, visiting 
dignitary, or 
financial institution 
(Tau, Epsilon, Chi, 
Psi or Omega-
lands)

Logic chains for Scenario 1 “What”, as given in Morton & Adams.

What

Presenter
Presentation Notes
Scenarios can also differ in the number of sentences needed to deduce a solution and the way these sentences interact. For example, according to Morton & Adams, solving “What” in Scenario 1 requires 5 sentences, as shown in the “logic chain” diagram here. The width of the chain shows how sentences build one each other through logical steps (e.g., 2 + 29  target is not a visiting dignitary), and the height shows the number of chain needed to exclude all possible alternatives.

N.B. I disagree:
Solution is Financial Institution but, this solution requires several undepicted assumptions, including that the target (What) is high value, that a preferred target will be chosen, that “in the region” is equivalent to “in coalition member countries”, and that if steps are being taken to protect a given target, it can be treated as a protected target.
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Text/problem difficulty

EXPERIMENT 1 - METHOD

Factoid Set 1 Factoid Set 2 Factoid Set 3 Factoid Set 4
Mixed Logic Streams 7 8 9 4
Factoids per sub-solution 
– from Alston

Who, What, Where, When 
(Sum)

5, 5, 5, 9 (24) 5, 11, 8, 10 (34) 10, 8, 14, 4 (36) 5, 7, 6, 4 (22)

Factoids per sub-solution 
– from Morton & Adams 
solving matrices

5, 4, 7, 9 (25) 5, 5, 4, 9 (23) 8, 4, 7, 8 (27) 6, 4, 12, 8 (30)

Factoids per sub-solution 
– from Morton & Adams 
solution trees

5, 5, 8, 9 (27) 5, 6, 5, 9 (25) 11, 5, 8, 9 (32) 6, 6, 11, 9 (32)

Number of relationships 
– from Alston

25 25 27 17

Number of factoids
- from Alston

15 15 16 12

Number of factoids 
– from  Morton & Adams 
solution trees

16 17 16 17

Presenter
Presentation Notes
The table here shows a variety of metrics used in Alston 2010 and Morton & Adams 2010. Note that they do not agree with each other (nor do they agree with my own counts!). 
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Text/problem difficulty
– Alston:

– 4 << 2 < 3
– 4 << 1

– Morton & Adams: 
– 1 ≈ 2
– 3 has greater dependence on interim conclusions regarding the 

answers to What and Where. 
– 4 is substantially different from the other three scenarios in 

structure

– 4/8 < 1, 2 < 3/7

EXPERIMENT 1 - METHOD

Presenter
Presentation Notes
Fortunately, their overall ranking of the 4 ELICIT scenarios are compatible. Scenario 4 is the easiest, along with Scenario 8, which was created by other researchers by replacing the names in Scenario 4. Scenario 3, along with Scenario 7, which was created by other researchers by replacing the names in Scenario 3, is the hardest. Scenarios 1 and 2 are intermediate. Experiment 1 uses scenarios 4, 8,1, and 7 (bolded).
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Markup generated by an RPI pipeline [Li, Ji, and Huang 2013; Li 
and Ji 2014] 

• Events, labeled entities, mouse-over

Plain scenario excerpt          Markup scenario excerpt

EXPERIMENT 1 - METHOD

Presenter
Presentation Notes
Getting back to the details of the experiment, participants were asked to solve ELICIT scenarios either as plain text or with markup from an existing IE pipeline, which identified and labelled events and entities, as shown here. 
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Measured objectively as the 
accuracy and speed with which 
participants answer questions 
about the text

– Measured subjectively through 
ratings of workload and 
preference

EXPERIMENT 1 - METHOD

Presenter
Presentation Notes
Participants’ comprehension was measured through the speed and accuracy with which they solved the scenarios. Subjective measures of workload and preference were also collected.
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– Participants
• 100 Turkers
• $2

– Procedure
• Demographic questionnaire
• Instructions
• Plain: Practice scenario, test scenario, answers
• Markup: Practice scenario, test scenario, answers
• Workload and preference questionnaire

C
on
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EXPERIMENT 1 – PARTICIPANTS AND 
PROCEDURE

Presenter
Presentation Notes
The experiment was run online through Mechanical Turk.
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• Accuracy
– Plain >* Markup

• Speed
– Plain <* Markup

• Workload
– Plain <* Markup

• Preference
– Plain >* Markup

EXPERIMENT 1 - RESULTS

Presenter
Presentation Notes
And, surprisingly, participants performed better with the plain text! They were more accurate and responded faster without markup, and they reported lower workload in the plain condition as well as a preference for text without markup over text with markup.
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EXPERIMENT 1 - RESULTS

• Scenario difficulty
– Did not affect accuracy, response time

Presenter
Presentation Notes
When looking at scenario difficulty, it did not meaningfully affect accuracy or response time. 

---
A linear mixed model predicting response time from condition (Plain, Markup) and scenario difficulty (scenario 4 and 8, scenario 1, scenario 7), with random intercepts for participants was constructed. 
Difficulty did not affect response time (χ2(1) =0.740, p=0.691).
A similar linear mixed model was constructed to predict accuracy from condition and scenario difficulty, with random intercepts for participants, modeling accuracy count as a sequential process [9]. 
As shown by the Wilcoxon signed-rank test above, condition remains an important predictor (b = -0.38; 95% CI = [-0.74, -0.02]; 95% CI excludes zero), but scenario difficulty does not seem to influence accuracy (Scenarios 4 and 8 vs. scenario 1: b = -0.14; 95%-CI = [-0.39, 0.11]) (scenarios 4, 8, and 1 vs. scenario 7: b=0.06; 95%-CI = [-0.09, 0.22]). 
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Does text markup from an IE pipeline improve human comprehension of 
text documents?

Experiment 1 - comprehension worsened with markup, no effect of difficulty

Experiment 2 – will comprehension improve with “ideal” markup?

EXPERIMENT 2 – RESEARCH QUESTION

Presenter
Presentation Notes
In Experiment 1, we explored whether text markup from an IE pipeline improves human comprehension of text documents, and we found that it didn’t: participants performed worse with markup. The IE pipeline we used, however, was not designed with this task in mind, so in Experiment 2 we try to set up a best case scenario for markup and test to see if comprehension improves with “ideal” markup.




UNCLASSIFIED

UNCLASSIFIED

16

Does text markup from an IE pipeline improve human 
comprehension of text documents?

– ELICIT: Experimental Laboratory for the Investigation of 
Collaboration, Information Sharing, and Trust [Ruddy 2007]

– Scenario
Example mini-scenario• 68 sentences

• Together provide 
who/what/where/when of an 
anticipated adversary attack

EXPERIMENT 2 - METHOD

Presenter
Presentation Notes
Experiment 2 is nearly identical to Experiment 1.
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Hand-generated “ideal” markup
• Potential Who, What, Where, When highlighted

Plain scenario excerpt     Markup scenario excerpt

EXPERIMENT 2 - METHOD

Presenter
Presentation Notes
The main exception is that markup in this experiment was hand generated to be as accurate and task-relevant as possible. This was done by highlighting all and only possible who/what/where/when answers, and color-coding them accordingly. 
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Does text markup from an IE pipeline improve human 
comprehension of text documents?

– Measured objectively as 
the accuracy and speed
with which participants 
answer questions about 
the text

– Measured subjectively 
through ratings of 
workload and 
preference

EXPERIMENT 2 - METHOD

Presenter
Presentation Notes
Again, we measured accuracy and speed of responses, as well as participant ratings of workload and preference. 
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– Participants
• 200 Turkers
• $2

– Procedure
• Demographic questionnaire
• Instructions
• Plain practice scenario, Markup practice scenario
• Trust in automation survey
• Plain or Markup: Test scenario, answers, text scenario, 

answers
• Trust in automation survey
• Workload and preference questionnaire

EXPERIMENT 2 – PARTICIPANTS AND 
PROCEDURE
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• Accuracy
– Plain ≈ Markup

• Speed
– Plain ≈ Markup

• Workload
– Plain ≈ Markup, except Overall Performance favored Markup

• Preference
– Plain <* Markup

EXPERIMENT 2 – RESULTS

Presenter
Presentation Notes
Using this “ideal” markup, we no longer see and advantage in accuracy and speed in the plain condition, and in fact we see a significant advantage for markup both in participants’ evaluation of their own performance and in their reported preference. 



UNCLASSIFIED

UNCLASSIFIED

21

• Scenario difficulty
– Did not affect accuracy, response time

DIFFICULTY

Presenter
Presentation Notes
Again, scenario difficulty did not meaningfully affect accuracy or response time.


---

A linear mixed model predicting response time from condition (Plain, Markup) and scenario difficulty (scenario 1, scenario 7), with random intercepts for participants was constructed. Difficulty did not significantly affect response time ( 𝜒 2 (1) =1.61, 𝑝=0.328).
A similar mixed model predicting accuracy from condition and scenario difficulty, with random intercepts for participants was constructed, and accuracy count was modeled as a sequential process. Neither condition (b=-0.05; 95%-CI = [-0.58, 0.47]) nor scenario difficulty (b = -0.13; 95%-CI = [-0.43, 0.17]) seem to influence accuracy. 
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• Experimental framework 
– Twice failed to show accuracy/speed advantage for markup
– Showed lower workload, preference for “ideal” markup 
– Can be used to explore further manipulations, lead to a better understanding of 

how various features of tasks and text presentation affect various aspects of 
performance. 
• E.g., task difficulty – multidimensional!

• Specific use cases to be tested as IE pipelines are developed or as the 
end user’s task changes  IE development loop that includes user 
testing and user-directed IE development guidelines, promoting 
systems that succeed not only on intrinsic measures, but on extrinsic 
measures as well.

CONCLUSION

Presenter
Presentation Notes
Here I presented an experimental framework for externally evaluating IE pipelines, that is, measuring their usefulness to end users. I twice failed to show an advantage for marked-up text in terms of accuracy and response time, though with “ideal” markup participants showed a subjective advantage for markup. This framework can be used to further explore manipulations to lead to a better understand of how various features of tasks and text presentation affect various aspects of performance, such as how text difficulty was explored here. And while we did not see a meaningful effect of text difficulty on accuracy or response time, difficulty is multidimensional, and further work may identify dimensions of difficulty that are important for text comprehension and the presence of markup. 

Finally, this framework can be used to test specific use cases as pipelines are developed or as the end user’s task chances, fostering an IE development loop that includes user testing and user-directed IE development guideline, which will promote systems that succeed not only on intrinsic measures, but on extrinsice, user-focused measures as well. 
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• Sue Kase, Michelle Vanni, Justine Caylor, Stephen Tratz, Claire Bonial, 
Jeffrey Micher, Clare Voss, Lucia Donatelli, Jon Bakdash of ARL

THANKS!
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