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Abstract: For supporting distributed network-centric operations, the development of a cloud-based 
experimentation framework has continued to be explored and further developed. The overall objective 
of the experimentation framework focuses on developing reliable, robust, and resilient tactical 
Intelligence, Surveillance, and Reconnaissance (ISR) communications and networking support 
capabilities that can be trusted to operate within a variety of adverse conditions. Thus, a cloud-
computing oriented experimentation framework is being further explored and developed for supporting 
ongoing model-based system-of-systems engineering (MBSE/SOSE) experimentation capabilities.

Current work focuses on the utilization of autonomic computing frameworks (e.g. Rainbow) for 
developing and assessing a variety of strategies (i.e. probes, effectors, decision logic) that enable 
wireless line-of-sight (LOS) data-links to adapt to adverse conditions that may impact the ability to 
meet information exchange requirements for respective net-centric distributed operations.

Within the context of autonomic computing technologies and respective adaptation strategies, the work 
discussed in this paper concurrently addresses the need for extending and augmenting such adaptation 
services to include model-based integration of emerging standardized architectures/frameworks, open 
source resources, and their respective source-level build capabilities. For example, the work described 
herein focuses on how a growing assortment of commercial-off-the-shelf and government-off-the shelf 
(COTS/GOTS) resources, which includes the Rainbow framework, can support self-adaptive cross-
layer cross-platform content delivery/distribution networking (CDN) and respective endpoint-
management requirements within the context of emerging data-modeling and enterprise-computing 
standards. Throughout the paper, footnotes are included to assist readers with more specialized and 
domain-specific topics.a

a Note to the reader: Technical references are enclosed in square brackets and listed at the end of the paper. Additionally, 
superscripted endnotes are provided to help facilitate an introductory understanding of concepts and topics that may be 
more common in one technology domain but otherwise not familiar or as applicable to the population at large. For 
accessing links and enlarging graphics as desired or needed, viewing a soft-copy on a large screen is recommended.



1. Introduction and Executive Summary

1.1 High-Level Introduction and Overview

As has been highlighted for a government-wide inter-agency initiative, called the Information Sharing 
Environment (ISE), there is an ongoing cross-cutting objective to "provide the right information to the 
right stakeholder at the right place and time" [1].1 Such information-sharing capabilities are especially 
critical for Information Dominance and Network Centric Warfare (ID/NCW).2 

Much progress has been made towards an evolutionary transformation to an operational information 
technology infrastructure (ITI) framework that addresses emerging concerns while supporting ID/NCW
capabilities.  Within this context of maturing ITI framework capabilities, there are a growing number of
challenges that include both the need for addressing functional requirements for improved functional 
capabilities, while also addressing the non-functional requirements (e.g. "-ilities") that help to further 
improve both systems-engineering and enterprise-engineering support, responsiveness, and agility.3

A key consideration for ID/NCW is the model-based design, configuration, and provisioning of 
information-sharing services specifically tailored, managed, and optimized to support well-informed 
maneuvering of geographically-dispersed forces.4 Other network-centric initiatives and methodologies 
share similar characteristics (e.g. network-enabled capability, network-centric organization).5 Thus, 
information and communications technology (ICT) and unified communications are key enablers for 
providing critical infrastructure components for information-sharing and related ID/NCW services.6 

An ongoing focus of work, as described herein, is to further explore and survey applicable 
technologies, reference models, architectures, resources, and capabilities (e.g. cloud-based distributed 
computing).7 Of particular interest are models and resources that can be utilized for incremental 
continuous-improvement of a persistent converged-infrastructure with standardized generically-defined
shared-services.8 The goal is to provide a model-based system-of-systems engineering (MBSE/SOSE)9 
oriented approach that can help to better identify/discover, characterize, and minimize the operational 
impact of such ID/NCW related events that can degrade ID/NCW ITI frameworks and cause Denied – 
Disrupted/Disconnected, Intermittent, and Low-bandwidth (D-DIL) conditions which impact overall 
mission performance. 

Thus, such applicable models, methods, and techniques help to identify, represent, and optimize the 
respective value-chains and enable performance engineering capabilities that address both functional 
and non-functional requirements.10 Application performance engineering is particularly of interest, due 
to the ongoing focus on methods "to develop and test application performance in various settings, 
including mobile computing, the cloud, and conventional information technology (IT)".11

Figures 1 and 2 highlight the type of ITI framework components and respective communication 
services that have been the focus of our ongoing work. Of particular interest are long-haul radio 
frequency (RF) and microwave line-of-sight (LOS) components of land-air-sea data-links deployed 
within an area of responsibility (AOR) and operating within a distributed ITI framework (i.e. ad-hoc 
network of airborne/surface networking-backbone and tactical-edge nodes).12 As highlighted by the 
upper block of the diagram in figure 1 (from [2]), such infrastructure components focus on the Internet 
Protocol (IP) based "off-board communication links" that support LOS platform-to-platform 
communication and networking capabilities.13  



Figure 2, from the Joint Communication Simulation System (JCSS) home page, highlights another 
example GOTS/COTS resource.14 As highlighted, JCSS enables stakeholders to assess performance, 
relative to operational scenarios and expected loads (i.e. traffic generation models).15 Note that existing 
data-transport and data-synchronization oriented tools, such as JCSS, typically have limited support for
mission scenarios that include potential D-DIL related events and associated degradation of the 
NCW/ID infrastructure that may impact overall operations. Furthermore, the incorporation of 
integration and interoperability (I&I) and cloud-based ITI framework challenges, are typically 
addressed to a somewhat limited extent.16 Such emerging I&I and ITI oriented challenges are the focus 
of the ongoing work described herein. In particular, this survey/overview and supporting discussion 
works to address the question of how to best develop a mission-driven experimentation-based 
assessment/validation framework that includes the respectively applicable use-case oriented measures 
of performance/effectiveness (MOP/MOE) metrics/indicators and enables continuous improvement of 
ITI framework services.17

1.2 Outline of Paper and Executive Summary

The overarching goal of this ongoing research effort is to incrementally leverage the longstanding 
ongoing trends toward service-oriented enterprise-computing and subsequent virtualization of system 
functions (e.g. abstraction, encapsulation, virtual function, generic function, function overloading, 
late/dynamic binding, duck typing, multiple dispatch, dynamic dispatch).18  This trend towards 
virtualization is complicated by the various types of capabilities and methods that support the 
decoupling of implementation details from more application-specific and hardware-specific constraints.
A variety of hypervisors and virtual machine (VM) managers provide a broader scope and basis for 
hardware virtualization.19 Network functions virtualization (NFV), which typically includes network 
virtualization and input/output (I/O) virtualization, further incorporates software-defined networking 
(SDN) and related technologies (e.g. software-defined environments).20 Thus, the need to continue to 
explore applicable emerging technologies, best practices, and standards for developing experimentation
frameworks, with a particular focus on providing reliable, robust, and resilient tactical-ISR 
communications and networking support capabilities that can be trusted to operate within a variety of 
operating conditions.

As highlighted within the following sections, much progress has been made within a range of domains 
and areas of specialization (i.e. domains of discourse), wherein each separately addresses various 
aspects of the associated ID/NCW ITI science and technology (S&T) needs.21  

Fig. 1 Platform Architecture: ALN Example [2] Fig. 2 Operational Workflow: JCSS Example [endnote 14]



Section two provides background information that helps to provide a working introduction to the need 
and associated payoff for developing the type of capabilities described herein. Related work with multi-
tier goal-oriented workflow management is covered within this context of ISR mission-support. 

Within section two, complementary connectivity and link management efforts are also discussed in 
some detail. For supporting D-DIL conditions within challenging environments, various aspects of 
inter-related command and control (C2) data-synchronization services (C2SS) and directional line-of-
sight (LOS) ad-hoc networking (e.g. connectivity/link management) efforts are surveyed and reviewed.

Section three covers standardized architectures and frameworks within both application and technology
domains. For application-domain related architectures, a full motion video (FMV) example highlights 
the incorporation of enterprise service bus (ESB) reference architectures for coordinating and 
orchestrating FMV dataflow between producer-consumer endpoints. Within this context of ESB 
architectures, examples of adaptive ESB architecture frameworks are introduced and discussed. Of 
particular interest are the logical architecture and associated adaptation-strategy mechanisms. 

With this initial introduction to adaptive enterprise computing components (e.g. adaptive ESB 
frameworks), self-optimizing enterprise architecture frameworks such as software defined networks 
(SDNs) and software defined environments (SDEs) are also discussed to further emphasize the 
emerging trend towards highly-virtualized service-oriented cloud-computing infrastructures. The 
continuous-optimization and continuous-assurance (i.e. enterprise services) capabilities of emerging 
SDN/SDE architecture frameworks are also covered to highlight the emerging trend towards 
intrinsically adaptive, self-healing, and resilient/robust enterprise infrastructures. Finally, within section
three, autonomic-computing models and associated frameworks, such as Rainbow, are introduced and 
discussed within this context of adaptive enterprise computing.

Overall, the combination of a standardized model-based information and communications technology 
(ICT) infrastructure (e.g. enterprise architecture, service oriented architecture, cloud computing), with 
the additional capabilities of self-awareness, adaptivity, and self-healing (e.g. autonomic computing), 
creates an order of complexity that includes not only the breadth and depth of the respective 
technologies, but also the socio-technical challenges of cross-disciplinary communication, alignment, 
cooperation, and collaborative life-cycle support.

Section four covers metrics, indicators, and capability assessment models, within applicable technology
domains. Examples from wireless networking and quality of service (QoS) focused best-practices and 
standards are covered within this section. 

Section five covers emerging technologies and architectures for self-adaptive and self-optimizing 
systems. Applicable streaming-video and wireless networking examples are highlighted and discussed. 
An example of a self-optimizing wireless-networking architecture that focuses on the multi-objective 
optimization of inter-related objectives (e.g. coverage, quality of service, throughput, latency/delay, 
energy efficiency, cost), is noted as particularly applicable to the focus of the work discussed herein.

Section six reviews applicable examples of risk management, reliability, and safety-engineering: 
models, standards, and best practices. Within this section, a number of standardized processes are 
highlighted, with a particular emphasis on the opportunity to re-purpose and tailor/augment such 
standards for development/certification of adaptive LOS data-links that demonstrate link-autonomy.

Section seven provides a high-level review of example change and adaptation models that focus on 



particular features of interest for developing link-autonomy: (i) design-pattern oriented approaches for 
developing adaptation strategies and tactics; (ii) latency-awareness oriented methods and techniques 
that address timing, coordination, and proactive adaptation needs.

Section eight further discusses the various aspects of technology domains and respective examples that 
were reviewed and surveyed within the respective sections. The need for adoption and tailoring of the 
surveyed models, architectural frameworks, standards, and best practices, is also discussed. The 
ongoing need for conceptual-level I&I models and standardized practices are also discussed.

Sections nine and ten respectively provide a summary/conclusion and short discussion of future work. 
The remainder of the paper includes sections for acknowledgements and a list of technical references.

2. Background: Previous/Ongoing Tactical-ISR Support Efforts

2.1 Multi-Tier Goal-Oriented Workflow Management

The diagram in figure 3 illustrates how generic baseline performance indicators (e.g. key performance 
indicators - KPIs) can be associated with standardized baseline widgets to develop mission-specific 
business activity monitoring resources (e.g. dashboards) tailored to a specific stakeholder context.22 
Such constructs can, in principle, have baseline default configurations for DoD Architecture 
Framework (DoDAF) activities, standardized mission tasks (e.g. Universal Joint Task List – UJTL), 
mission essential task lists (METLs), and associated master scenario event lists (MSELs).23 

Figure 4 illustrates an adapted version of the generic Goal, Question, Indicator, Metric (GQIM) process
that is a variant of the Goal Question, Metric (GQM) methodology.24 The diagram has been tailored to 
illustrate the applicability to ID/NCW oriented applications. GQM, GQIM, and more recent variants, 
such as GQM+Strategies, are examples of methods that provide concepts and actionable steps for 
creating the links between goals, objectives, workflow, and measurement-based decision-making.25 
Thus, baseline templates can be developed and deployed as stakeholder-specific dashboard elements. 

Fig. 3 Standardized Dashboards and Widgets: Example



Furthermore, such mission-thread performance metrics and indicators can be dynamically tailored to 
better reflect and support D-DIL variants of typical mission-execution profiles. This type of business-
logic based workflow-support capability has also continued to mature. For example, rule-based 
management systems (RBMS) represent such business-logic as business-rules within enterprise 
architecture or service oriented architecture (EA/SOA) business-rule engine resources (e.g. Wildfly, 
Drools).26 Improved capabilities for semantic interoperability, content management, lexicon services, 
and advanced wiki-style user-interfaces, are examples of rapidly maturing technologies that further 
enable dynamically-adaptive approaches [3-6].27 Thus, applicable parameters of MOPs, MOEs, and 
related performance assessment models can be represented, managed, and dynamically tailored during 
the execution of the respective mission-threads and scenarios. The development of this type of 
capability is an ongoing S&T objective of this effort.

2.2 Data-Synchronization Services

Figures 5 and 6 are diagrams from the command and control (C2) synchronization services (C2SS) 
research and exploratory development effort [7]. Figure 5 illustrates the concept of using dependency-
injection, adapter, and other applicable patterns for in-line insertion and weaving of C2SS aspects and 
respective functionality.28  In principle, this includes insertion of context-dependent functions that help 
to continuously improve data-synchronization capabilities. Note that aspect-oriented software 
development and programming techniques were originally developed to address the need to logically-
encapsulate (i.e. virtualize) cross-cutting areas of concern and functionality (e.g. reporting, data 
logging).29 For service-oriented architectures/models, this translates into conceptually managing similar
types of methods (e.g. data synchronization) that may be associated with a variety of ITI services. 

Figure 6 illustrates how functional data paths can be traced from the mission-threads and activities of a 
given mission-area, to the specific widgets that provide the necessary information to the respective 
stakeholders. This type of dataflow oriented mapping of information-support requirements can be 
utilized for tracing information-exchange requirements of the respective widgets. 

Fig. 4 Standardized Widgets and Indicators: Example (POAM – Plan of Action and Milestones;
JCA – Joint Capability Area; UNTL - Universal Naval Task List)



Overall, C2SS types of services are intended to augment existing ITI frameworks with data-
synchronization functions that resolve capability gaps and S&T challenges. Due to the open number of 
possible types of mission-execution environments, different types of solution implementations are 
anticipated and expected. Thus, as highlighted, the definition and use of generic interfaces and abstract 
methods (i.e. services) hide implementation and context-dependent details, enabling continuous 
improvement through incremental incorporation of alternative context-dependent variants.30

Thus, the technical details of the ITI framework dependencies (e.g. physical/logical network topology, 
schedulability, worst case execution time) can be factored into the logical dataflow constraints and 
information exchange requirements (IERs) that are more directly associated with potential operational 
impact (e.g. total latency, operator response).31 The work discussed herein is considered a continuation 
of an ongoing effort that works to further address MBSE/SOSE S&T challenges associated with 
developing this type of mission-driven performance assessment capability. Note that a primary goal of 
this research is to identify algorithms and methods that enable the resulting ITI framework to be as 
reliable, dependable, available, robust, fault tolerant, and resilient as possible, while also supporting an 
ability to gracefully degrade, if necessary.32

2.3 Directional LOS Ad-Hoc Networks: Connectivity and Link Management

Figures 7-10 provide a high-level overview and help to illustrate the layering of logical subdomains of 
the multilayer (i.e. multitier) models of the Open Systems Interconnection (OSI) protocol stack, 
EA/SOA stack, and cloud-services stack.33 From an object-oriented distributed processing perspective 
(e.g. Reference Model of Open Distributed Processing - RM-ODP), the highly-desirable feature of 
"information hiding" is provided by encapsulation of generic functionality within the respectively 
defined layers. Thus, enabling the hiding of more implementation-specific details by definition of the 
respective generic (i.e. standardized) application programming interfaces (APIs).34 This also enables 
opportunities to simultaneously optimize the degree of coupling and cohesion between inter-dependent 
areas of system functionality.35

For the type of directional LOS networking support that has been the focus of ongoing efforts, the 
connectivity and link management mission-support conceptually map into such layered architectures 
and respective domain-specific "services stacks" (i.e. OSI, EA/SOA, cloud). Thus, the ongoing focus 
towards generically defined cross-layer/cross-platform IP-based connectivity and link-management 
capabilities. Figure 7 highlights the logical-layering of directional line-of-sight (LOS) ad-hoc 

Fig. 6 Dataflow and Data-Path Mapping/Tracing [7]Fig. 5 C2 Data-Synchronization Services (C2SS) [7]



networking support, in terms of the layering of subdomains of types of functionality (i.e. logical 
scoping and encapsulation) that span multiple layers of the OSI protocol stack.36 

As highlighted within the more detailed block diagram in figure 8 (from [8]), there are a number of 
logical-layer services that are needed for facilitating mission-driven connectivity management and 
logical IP-based dataflow management. Thus, within these middleware layers, the respective 
application-layer tasks, such as Warfighter tasks (e.g. C2; intelligence, surveillance and reconnaissance 
- ISR) and mission-support tasks (e.g. data-synchronization, entity management) are supported.37 Such 
logical-layer services collaboratively work with physical-layer oriented RF/microwave LOS link-
management tasks to establish objective and threshold values for link-management MOPs/MOEs that 
can most effectively support Warfighter policies and needs (i.e. QoS, IERs). Within the context and 
perspective of the OSI protocol stack, the diagram (figure 8) illustrates RF/microwave LOS 
comms/networking link-management challenges.38 

Figure 9 is a high-level cloud-based conceptual view that highlights the mapping of the connectivity-
manager and link-manager functionality (i.e. services) into their respective layers of a cloud stack. As 
highlighted in figure 9, the EA/SOA/Cloud oriented services stacks parallel the comms/networking 
oriented OSI model (i.e. protocol stack).39 Within a cloud-computing model of computation, service 
developers and providers would typically interact with a variety of ITI framework oriented service 
domains, such as the following: Platform-as-a-Service (PaaS), Infrastructure-as-a-Service (IaaS), 
Networking-as-a-Service (NaaS), "Metal/Hardware-as-a-Service (MaaS)".40 Note that from a cloud-
computing perspective, the functionality of software-intensive systems can be mapped into more highly
virtualized domains, such that there can be a number of different logically defined domains that support
the respective "as-a-Service (aaS)" areas of functionality.41

As illustrated in figure 10, standardized sequencing diagrams such as Unified Modeling Language 
(UML) interaction/sequence diagrams, enable the representation of the operational and technical details
for information-exchange events and their respective ordering.42  From a standardized task management
perspective, the representation and management of IER related information (e.g. latency distributions 
for prototypical information-exchange events) helps to identify and assess the parameters and 
respective objective/threshold values that determine the risk status for a specific mission task or 
collection of tasks (e.g. METL). This also addresses network-scheduling and business-logic aspects of 
battle management. This type of task planning and workflow management is, in principle, supported 
within recently developed standards and battle management language (BML) capabilities [10-11].43 

Fig. 7 ISO Model (Services Stack): ISR-Support Ex. [8] Fig 8  ISR Communication Services: Block Diagram [8]



Figures 11 and 12 highlight the technical aspects of mission-task IERs, and their respective execution 
profiles, in terms of latency. As illustrated by the horizontal dashed-lines in figure 11, a baseline 
mission-thread may have identified relatively fixed objective and threshold levels for the respective 
information-exchange latencies. During mission execution, the respective EA/SOA/Cloud based 
communications services may in fact have a highly-variable timing profile (e.g. red-line in figure) that 
determines under which time-intervals the IERs may be met for a given task. Due to the nonstationary 
stochastic nature of such profiles, time-indexed estimates of the respective probability distributions are 
necessary for potentially tracking such data-synchronization variability and associated risks.

Figure 12 illustrates a more desirable situation where the estimates of the dynamically changing 
information-exchange timing-profiles are tracked and enable the dynamic self-adaptive management of
the respective communications services. In this case, the communications services (e.g. traffic shaping, 
network scheduling) are able to better schedule the respective IERs, relative to the anticipated time-
intervals where such requirements can be expected to be satisfied. 

Thus, the overall capacity planning, provisioning, and dynamic management of the physical layer (via 
the link-manager) and logical layer (via the connectivity-manager) enables the self-adaptive and 
collaborative tuning/optimization of the communications services and associated physical resources.44 
This includes, in principle, supply chain management (SCM) related techniques/methods that 
incorporate rapidly-deployable sea-launched unmanned-platforms, each with multiple high-bandwidth 
RF/microwave LOS links. Thus, the potential risk of not being able to meet IER constraints during 
mission-execution, is further minimized.

Fig. 9 ISR Communication Services: Block Diagram [8] Fig. 10 ISR Comms Services: Cloud-Based View [8]

Fig. 11 Connectivity Management: Ex. Need (As-Is) [8] Fig. 12  Connectivity Management: Objective (To-Be) [8]



Most importantly, much needed MOP/MOE estimates need to be generated within the respective design
phases of the inter-dependent subsystems (e.g. RF/microwave LOS link management, unmanned-
systems). Thus, the respective IER related statistics can provide improved working baselines for 
collaborative assessment and validation of mission-driven link-management MOPs/MOEs. 

For example, risks due to information-exchange delays and compromised data-integrity (e.g. D-DIL 
conditions), can be represented and managed at the stakeholder workflow-level of mission-support 
services. Within the commercial sector, business-rules approaches are another example of this type of 
management of dynamic work environments. Business rules are especially useful for establishing and 
managing policies for how to manage situations that are outside normal (i.e. baseline) operating 
conditions. From a systems design perspective, this type of information is useful for assertion oriented 
and process calculus methodologies (e.g. design-by-contract, pi-calculus, process calculi) that utilize 
conditional-execution specifications (e.g. precondition, postcondition, invariant).45 In addition, rule-
based systems are examples of event-driven and declarative programming types of systems designs that
are commonly utilized for time-sensitive distributed-control applications and cyber-physical systems.46

3. Standardized Architectures and Frameworks: Examples

3.1 Application-Oriented Architectures: Full Motion Video (FMV) Example

Figures 13-15 (from [12]) illustrate a recently developed ITI oriented architecture that focuses on Navy
FMV (NFMV) data-transport and data-mediation needs. Figure 13 is the high-level operational view 
(OV-1) for the overarching architecture model. Figure 14 is a DoDAF V2.0 Capability View (CV) 
diagram, called the Capability Taxonomy (CV-2). Note that this diagram highlights where the NFMV 
functionality and respective ISR communications services fit within the context of a standardized 
capability taxonomy (i.e. Joint Capability Areas - JCA). Figure 15 depicts the "NFMV rich services 
enterprise service bus (ESB)" that resulted from the architecture modeling effort.

Fig. 13   FMV Example: High-Level View (OV-1) [12]



Ideally, this type of rich-services ESB can be integrated and aligned with an overarching meta-model 
that more comprehensively includes the breath and depth of the ITI related technology domains. In 
particular, enterprise computing (e.g. software-defined environments), connectivity/link management, 
and autonomic-computing aspects of data-transport, data-mediation, and data-synchronization services 
(i.e. areas of concern) need to be more explicitly addressed, represented, and incorporated. 

Fig. 15  FMV Example: Rich Services Enterprise Service Bus (ESB) [12]

Fig. 14 FMV Example: Capability Taxonomy (CV-2) [12]



3.2 Adaptive Enterprise Service Bus (ESB): Example Framework

Figures 16 and 17 (from [21]) illustrate an ESB-based logical architecture that incorporates adaptation 
and monitoring within the context of workflow management and automation (e.g. Business Process 
Model and Notation – BPMN; XML Process Definition Language - XPDL).47 Note that the ESB is 
working in concert with an "adaptation and monitoring engine (decision mechanisms)" and Web 
Services Business Process Execution Language (WS-BPEL) engine. As highlighted in figure 17, 
adaptation requirements are achieved by monitoring of events that trigger adaptation mechanisms 
implemented for supporting the respective adaptation strategies.

Autonomic computing and other self-managed architectures tend to address similar QoS issues within a
much broader scope than is within the context of enterprise information portal (EIP) focused ESB-
based architectures.48 Due to the rapid maturity of such adaptive-workflow capabilities, these are 
additional areas of work that may provide the flexibility/agility needed to address D-DIL conditions.

From an architectural model-based systems engineering (i.e. MBSE/SOSE) perspective, the logical 
separation of ESB concerns (i.e. data-transport, data-mediation, data-synchronization) versus 
autonomic computing services, can in principle, be independently represented and merged/weaved into 
application-specific and platform-specific configurations.49 Architecturally, this is another example of 
the types of open research challenges that are the focus of ongoing work. From a practical and 
pragmatic perspective, the issue is ultimately a question of where and how the adaptation and 
reconfiguration logic is to be represented and executed, and at which level of abstraction (e.g. 
modeling-level vs implementation-level). 

3.3 Self-Optimizing Networks: Software Defined Environment (SDE)

Figures 18 and 19 (from [14]) illustrate the role of continuous optimization, as a value-added service 
and integral component of highly virtualized EA/SOA/Cloud-based frameworks, such as software 
defined environments (SDE). Note that software quality parameters and key performance indicators 
(KPIs) help to parameterize the stakeholder (e.g. user) utility functions and drive the optimization 
process that dynamically manages the virtualized infrastructure. Figure 19 illustrates the integration of 
continuous dynamically-managed assurance for maximizing resiliency and security for SDE 
frameworks. For current work, this is a key enabler for developing data-link focused adaptation-
strategies that empower such data-link terminals to be more robust/resilient (i.e. autonomous).

Fig. 16 Adaptive ESB: Logical Architecture [21] Fig. 17 Adaptive ESB: Strategies and Mechanisms [21]



Figure 20 (from [19]) is an example of a resilience management framework that utilizes a SDE/SDN 
type of network infrastructure. The use of management patterns, resilience management functions, and 
event monitoring/correlation provide a patterns-based event-driven approach. Also, note that the 
resilience targets are determined by service level agreements (SLAs), wherein allowable deviations are 
a function of the role assigned to a given managed object. Thus, much of the desired or necessary 
characteristics of the previously discussed data-transport, data-mediation, and data-synchronization 
related capability-needs are also addressed within this example resilience-management framework.

Figures 21-23 (from [20]) highlight an autonomic-computing type of hierarchical feedback model 
within a web-based multi-layered architecture framework. In this case, the focus is on development of 
Hypertext Transfer Protocol (HTTP) Adaptive Streaming (HAS) and associated mechanisms for quality
of experience (QoE) optimization of video traffic, which is an applicable use-case for ITI 
communication services.

Fig. 18 Outcome-Optimized Framework for Software Defined Environments: Example [14]
(SDE – Sofware Defined Environment; IaaS – Infrastructure as a Service)

Fig. 19 Continuous Assurance for Resiliency and Security within Software Defined Environments: Example [14]



Fig. 20 Resilience Management Framework: Example [19]

Fig. 21  Dynamic QoE Optimization: Example Autonomic-Computing Architecture Model [20]

Fig. 22 Dynamic QoE Optimization: Ex. Architecture [20]



Thus, from a design patterns and respective meta-modeling perspective, there may be opportunities for 
developing platform-independent models (i.e. meta-models) that capture the similarities and differences
between a variety of domains, which include reconfigurable video-streaming, reconfigurable networks, 
wireless networking, resilient networking, autonomic computing, and ESB architecture models. 

3.4 Autonomic Computing Frameworks: Rainbow Example

Figure 24 (from [25]) illustrates a high-level conceptual model of an autonomic manager that primarily 
executes a Monitor-Analyze-Plan-Execute (MAPE) loop, relative to a given managed element. Figure 
25 (from [49]) is a high-level block diagram of the Rainbow Framework, which is an example of an 
architecture-based variant of the autonomic-computing MAPE model. 

Other conceptual models, such as Boyd’s observe-orient-decide-act (OODA) loop and Deming’s plan-
do-check-act (PDCA) circle/cycle, provide similar types of adaptive meta-modeling capabilities that 
also enable dynamic self-healing behaviors and help to enable improved overall performance.50

As highlighted within [26], Rainbow is a particular instance of an architecture-based self-adaptation 
framework, wherein probes are utilized to monitor the target system and gauges are utilized to 
aggregate and abstract monitored information to update the respective control models (maintained with 
the model manager). These models consist of system architecture and environment models that are used
to reason about the target system and its execution context. Rainbow uses an architecture evaluator to 
detect when a target-system is in a state suitable for repair, an adaptation manager to select an 

Fig. 23 Distributed End-to-End QoE Assurance System: Example [20]

Fig. 24 Monitor-Analyze-Plan-Execute (MAPE) Model [25] Fig. 25 Rainbow: Example of Autonomic Management [49]



appropriate repair strategy, and a strategy executor to carry out the actions in the strategy, along with 
appropriate infrastructure for effecting changes in the target system. This type of autonomic-computing 
framework is of interest due to the architecture-based self-adaptation capabilities that are supported.

The above examples are a sampling of resources that can be adapted and tailored towards a more 
highly integrated and interoperable family of systems and respective capabilities. This type of ITI 
experimentation framework also facilitates model-integration and co-design between EA/SOA/Cloud 
based functionality (e.g. enterprise services). Furthermore, this type of unified lifecycle support process
can potentially provide a common basis for a more cohesive workforce development and training 
process that also addresses variance reduction needs within challenging budgetary climates.

4. Capability Assessment: Standardized Metrics and Models

4.1 Example EA/SOA/Cloud-Based Framework

Figures 26-28 (from [29]) are a set of diagrams generated by an effort that is working towards the 
development of a capability-assessment framework. Figure 26 illustrates the taxonomy of the 
characteristics of the service measurement index (SMI).51 Note that the SMI defines a framework and 
method for the calculation of a relative index, which may be used to compare IT services against one 
another, or to track services over time. 

Figure 27 is a table that summarizes a number of the main components (i.e. elements) which typically 
need to be considered when assessing an ITI (e.g. enterprise computing) framework. This helps to 
provide a more well defined structure for an assessment process that measures specific characteristics 
and best captures the data needed for assessing capabilities. Figure 28 is a diagram that provides an 
overview of the overarching phases of a typical capability assessment process.

Fig. 26  Service Measurement Index (SMI): Taxonomy of Standardized Srvc Characteristics and Metrics/Indicators [29]



4.2 Wireless Networks: Quality of Service (QoS) Focused Examples

Figure 29 (from [30]) is a more specific example of a wireless-networking focused taxonomy that 
provides a classification system and data model for wireless-communications oriented quality of 
service (QoS) metrics that can be incorporated into a unified ITI framework.52 Figure 30 (also from 
[30]) is an example taxonomy of the types of QoS based enhancements for which QoS metrics can 
assess the respective contribution to achieving QoS goals and objectives. 

Fig. 28 Capability Assessment Process: Overview [29]

Fig. 29 QoS Taxonomy for Wireless Networks: Example [30] Fig. 30 MAC Layer QoS Enhancement Schemes: Ex. [30]

Fig. 27 Main Components (i.e. elements) of Standardized Assessment Process: Example [29]



5. Self-Adaptive and Self-Optimizing Systems: Example Models

5.1 Requirements Modeling & Analysis

Figures 31 and 32 are from [32]. As discussed in [32], other investigators have previously proposed 
classification of modeling dimensions and optional degrees for self-adaptive software systems. The 
classification of modeling dimensions illustrated in figure 31 is an example that draws on (and derived 
from) such previous work [33]. Each modeling dimension describes a particular facet of the system that
is relevant to self-adaptation. As noted within [32], “by considering these dimensions during modeling 
requirements and systems, the produced models will be more powerful.”

Figure 32 similarly draws upon and is derived from previous work [34]. In this case, the diagram 
illustrates and highlights that other investigators have previously proposed assurance characteristics 
(i.e. dimensions) for self-adaptive software systems. As noted within [33], the original authors of [34] 
proposed 17 assurance criteria for self-adaptive systems. From the perspective of three basic categories 
(i.e. effectiveness, effects and consumption,) a set of eight criteria and three extended aspects should be
considered as the assurance dimensions for runtime adaptation (figure 32). Effectiveness captures the 
validity of the adaptation. Effects characterize the impact of adaptation upon the system. Consumption 
is concerned with the consumed time and resources. By illustrating these dimensions, researchers can 
justify the trustworthiness of their approaches and compare their results with others’.

Fig. 31 Requirements Modeling for Self-Adaptive Software-Intensive Systems: Example Taxonomy [32]

Fig. 32 Assurance Dimension for Self-Adaptation: Example [32]



5.2 Self-Healing Technologies: Video-Streaming Example

Figure 33, from [35] is a block diagram that illustrates the generic dataflow for this type of data-
streaming application. Note that LOS data-links are critical elements within the network, due to the 
ability to provide freespace (e.g. wireless) information exchange capabilities that can support higher 
data-rate streaming needs. As noted by [35], services that deliver video-streaming content, typically 
have the following characteristics: (i) Time delivery requirements, such that the timing of the delivery 
of the video is critical for providing satisfactory customer experience; (ii) The relationship between the 
transmission of data with their consumption is different in download and streaming models, such that in
the typical download model, the client application (e.g., web browser) retrieves the data objects from 
the server (e.g., web server) and decodes/displays them to the user after completely receiving them; and
(iii) The choice of the data delivery protocol adopted for video-streaming services dictates the flow of 
data and client-server interactions during the data transmission period. Note that for the types of safety-
critical scenarios that are the focus of this effort, the above services include time-critical store-and-
forward capabilities (e.g. threat alert, intruder detection).

Figure 34, also from [35], highlights a taxonomic model of the problem space for self-healing, as 
applied towards developing self-healing video-streaming applications (e.g. FMV). As reviewed and 
discussed in a previous section, this type of application often utilizes RF/microwave LOS data-links. 
Thus, the applicability and potential for utilization of this type of adaptation (i.e. self-healing) model. 

The taxonomy in figure 34 covers four categories of aspects for the self-healing problem:

• Fault-model. The fault-model states what faults or injuries should be self-healed, which includes the 
fault duration, fault source (e.g., operational or implementation errors and defective system 
requirements) and other fault characteristics;

• System response. System response aspects consider fault detection, specification of the degree of 
degraded operation provided by self-healing, fault response and fault recovery issues. Fault detection is
a broad area that includes techniques such as application semantics-driven assertions, supervisory 
checks, computer answers examination, comparison of replicated components, and online self-testing, 
among others. On the other hand, recovery can be performed partially or completely. The effectiveness 
of recovery depends on the built-in redundancy and fault response techniques implemented (e.g., fault 
masking, retry, rollback and rollforward operations);

• System completeness. The incompleteness of specifications and designs and the limited knowledge 
of systems have implications on their recoverability. A thorough understanding of application semantics
and about the system behavior in the absence and presence of faults is required to develop self-healing 

Fig. 33 Elements of a Video-on-Demand (VoD) video-streaming service: Example [35]



systems. However, there are many challenges to obtain the complete knowledge about the system, such
as, the large frequency of updates and the use of COTS components by several modern systems. Self-
knowledge and system evolution are important research topics akin to this problem;

• Design-context. The design-context addresses abstraction-level problems, such as component-level 
heterogeneity, behaviors, system scope, system linearity and user involvement degree.

Note that when the supporting data-links (e.g. freespace LOS communication channels) are not able to 
provide the necessary information-exchange support, this type of situation is generically considered to 
be a type of network anomaly. The goal of the effort described herein, is to minimize the possibilities of
such network-related data-link anomalies, to the greatest extent possible. Also, in terms of cross-layer 
(i.e. LAN) and cross-platform (i.e. client-server) dataflow, the goal is to provide a fully integrated self-
healing solution whereby an autonomic computing infrastructure (e.g Rainbow) incorporates cross-
layer cross-platform strategies/tactics that more naturally adapt to such situations.

Thus, the primary goal is to continue to provide sufficient solutions that meet operational requirements,
while working to also simultaneously optimize the system performance to the extent possible that the 
minimum requirements (i.e. threshold conditions) can be exceeded (i.e. objective thresholds). In the 
video-streaming context, an example of this type of self-healing strategy would be to optimize the 
richness of the media, relative to the mission (i.e. scenario, use-case) IERs. Ideally, the predictive-
analytic capabilities of an autonomic-computing infrastructure can enable proactive latency-aware 
adaptation strategies that further optimize overall performance. Thus, the need for self-healing can be 
avoided by the improvements in dynamically managing the spatial-temporal scope and respective 
trade-space of the overall mission and context dependent IERs.

5.3 Self-Optimizing Wireless Networks: Example Model

Figures 35 and 36 (from [31]) provide high-level views of system characteristics and associated 
metrics/indicators, as they apply to wireless sensor network optimization.  Figure 35 highlights a time-
ordered taxonomic representation of a number of parameters that respectively apply to the inputs, 
constraints, and outputs of such self-adaptive systems. Figure 36 provides a illustration of the inter-
relationships between multiple optimization objectives for wireless systems. 

Fig. 34 Self-healing problem space: Example [35]



6. Risk Management and Safety Engineering: Models/Standards

6.1 Software Risk/Reliability Modeling: Example ISO/IEC Standards

Figure 37 (from [35]) illustrates that dependability is a general concept associated to critical systems. 
Thus, system dependability is defined by the ability to deliver a service that can justifiably be trusted. 
Dependability is an integrative concept that encompasses most security attributes. Like dependability, 

Fig. 35 Generic multi-objective optimization problem in wireless networks [31]

Fig. 36 Relation between desirable objectives in wireless networks [31] (Cov -Coverage; QoS – Quality of Service;
NB – Network/Battery Life; EE – Energy Efficiency; Cost – Cost; D – Delay; T – Throughput; PER – Packet Error Rate)



security includes integrity and availability attributes, but requires additionally confidentiality which 
means the absence of unauthorized disclosure of information.

Figure 38 (from [37]) is from a recent literature survey/review that focuses on the knowledge area of 
software product quality.53 As highlighted within the survey, the state-of–the-art within this domain is 
led by international standard proposals such as those from International Organization for 
Standardization / International Electrotechnical Commission (ISO/IEC) or Institute of Electrical and 
Electronics Engineers (IEEE) and other more operationally-specific standards, such as military 
standards (MIL-STD) or European Cooperation for Space Standardization (ECSS). Within this context,
the ISO/IEC 25000 “Software Product Quality Requirements and Evaluation” (SQuaRE) series of 
standards were selected as a reference framework. Within the figures, note that fault tolerance plays a 
key role within the context of software reliability modeling and associated standards. Figure 39 (also 
from [37]) highlights the reliability characteristics of the SQuaRE series of standards. Note that fault 
tolerance and recoverability are also considered critical features of such reliability standards.

6.2 Software-Systems Safety-Engineering: Example

Figures 40-42 (from [40]) are example views (i.e. diagrams) from the Joint Software Systems Safety 
Engineering Handbook (JSSSEH). These diagrams provide a more specific example of a set of best 
practices and associated standards that can be applied toward developing a model-based systems of 
systems engineering (MBSE/SOSE) approach for enabling physical-layer freespace communication 
links to provide more robust/resilient information-exchange (e.g. FMV) support services. 

Figure 43 (from [41]) further illustrates availability of standardized processes that can be augmented 
and tailored towards developing a lifecycle approach for engineering more robust/resilient IP-based 
directional (i.e. RF LOS) data-streaming and respective communications/networking support. Other 
references similarly work to achieve similar standards-based capabilities [42-45].

Fig. 38 Reliability Modeling: Domain/Context Keywords [37]Fig. 37 Dependability and security attributes [35]

Fig. 39 Reliability Characteristics: Standardized Definitions (SquaRE) [37]



6.3 Functional Safety

Figures 44-49 (from [39]) are example views of the lifecycle characteristics and associated definitional 
elements that facilitate an architectural approach to assuring functional safety within SOSE lifecycles. 

Figure 44 provides an overview of the four principle classes of counter measures: fault forecast, fault 
prevention, fault removal, and fault tolerance. Regarding the counter measures used in practice as well 
as the respective demands in safety standards, these four classes cover all possible measures. Note that 
the diagram in figure 44 shows at which point in the fault-error-failure cascade, such counter measures 
can be applied. Figure 45 highlights the standards-based elements of safety-related development. 
Figure 46 highlights the coupling of the MBSE/SOSE development lifecycle with the safety-assurance 
lifecycle. Figure 47 highlights the central role of dependability and the associated categorical 
characteristics of dependability attributes, means and threats. 

Figure 48 is an example of an architectural synthesis of these complementary concerns of functional 
capabilities (e.g. SOSE) and nonfunctional capabilities (e.g. safety assurance, dependability). Figure 49
highlights the incorporation and respective role of safety models within the safety assurance lifecycle. 

Fig. 40 Integration of Eng. Personnel & Processes [40] Fig. 41 Risk Assessment Matrix [40]

Fig. 42 Hazard Reduction: Order of Precedence [40] Fig. 43 System-Safety Process: Example [41]



The above referenced examples highlight why safety models are considered critical architectural 
components for developing strategies that enable freespace LOS data-links to be more robust/resilient, 

Fig. 44 Safety-Engineering Counter Measures: Ex. Model [39] Fig. 45 Safety-Related Dev.: Ex. Elements [39]

Fig. 46 Development and Safety Eng. Lifecycles [39] Fig. 47 Dependability: Definitional Elements [39]

Fig. 49 Safety Models in Safety Assurance Lifecycle [39]Fig. 48 Safety Engineering Lifecycle [39]



while also optimizing overall performance. Within this context, a number of assurance oriented 
models/architecture, standards, and best practices can be readily applied and tailors

6.4 Multiple-Viewpoint Models: Additional Examples

Figures 50-52 (from [52]) highlight a methodology for the systematic ENgineering of TRUstworthy 
Self-adaptive sofTware (ENTRUST). ENTRUST uses a combination of the following: (i) design-time 
and runtime modelling and verification; and (ii) industry-adopted assurance processes to develop 
trustworthy self-adaptive software and assurance cases arguing the suitability of the software for its 
intended application. As shown in Figure 50, the closed-loop control-system paradigm involves using 
an external software controller to monitor the system and to adapt its architecture or configuration after 
environmental and internal changes. ENTRUST incorporates autonomic-computing and goal-oriented 
assurance argument patterns for supporting this type of dynamic control functionality.

As highlighted in figure 51, the assurance cases are represented in the Goal Structuring Notation 
(GSN), a community standard widely used for assurance case development in industry. Strategies are 
used to partition an assurance argument and describe the nature of the inference that exists between a 
goal and its supporting goal(s). The rationale (assumptions and justifications) for individual elements of
the argument can be captured, along with the context (e.g. to describe the operational environment) in 
which the claims are stated.

Figure 52 illustrates the stages and key artefacts of the ENTRUST methodology. In line with the two 
principles underpinning the methodology, its first stage involves the development of verifiable models 
for the controller, controlled system and environment of the self-adaptive system used throughout the 
remaining stages, and multiple stages reuse application-independent software and assurance artefacts.

Fig. 50 Closed-Loop Control: Ex. Block Diagram [52] Fig. 51 Example of an assurance argument pattern [52]



7. Change and Adaptation Models: Examples

7.1 Adaptation Strategies: Design-Pattern Oriented Approach

Figures 53 (from [54]) lists characteristics and attributes of an example adaptation design-pattern 
template.  Figure 54 (also from [54]), highlights similarities and differences between a model-based 
autonomic-computing (e.g. Rainbow), versus a more design-pattern oriented approach to developing 
and representing adaptation strategies. Thus, highlighting architectural variants of adaptation strategies.

Fig. 52 Stages and Key Artefacts of the ENTRUST Methodology [52]

Fig. 53 Adaptation Design-Pattern Template: Example [54]



7.2 Latency Awareness: Timing, Coordination, & Proactive Adaptation

Figures 55 and 56 (from [46]) provide an example of an safety-assurance oriented approach that 
implements a supervisory-control and respective hazard monitoring capability. As highlighted in figure 
55, this type of architecture is functionally similar to architecture-based autonomic-computing 
frameworks, such as Rainbow. Figure 56 is an example of timing and hazard-level dynamics that apply 
to the type of IERs and respective latency requirements discussed in previous sections.

Fig. 54 Elided structural models: Rainbow-framework built (Z.com) versus pattern-based (ZAP.com) [54]

Fig. 55 Overview of model-based safety supervisory control, & dynamic hazard monitoring for safety interventions [46] 



Figures 57 and 58 (from [47]) highlight the extension of systems-theoretic safety analyses to 
incorporate the need for improved coordination across the hierarchy of inter-dependent activities and 
events (i.e. strategies, decisions, actions,, outcomes) that are inherent to monitoring and managing 
safety related concerns (i.e. potential hazards).

The proactive latency-aware (PLA) adaptation is an approach for self-adaptive systems that improves 
over reactive adaptation by considering both the current and anticipated adaptation needs of the system,
and taking into account the latency of adaptation tactics so that they can be started with the necessary 

Fig. 57 Coordination of Interdependent Activities: Ex. Timeline [47]Fig. 56 Illustration of hazard level dynamics [46]

Fig. 58 Systems Approach to Safety: Incorporation of Coordination Capabilities [47] (STPA - (System-Theoretic Process
Analysis; CAST  - Causal Analysis based on STAMP; STAMP - Systems-Theoretic Accident Model and Processes)



lead time, as illustrated by figure 59 (from [57]). Figure 60 (from [57]) is an illustrative example of the 
model-based latency-aware proactive adaptation algorithm. Using dynamic programming and relying 
on a prediction of the environment for the duration of a system run, their algorithm can find the 
adaptation decision that at each time step maximizes the future aggregate utility, while accounting for 
the penalty of switching configurations. This is another example of an emerging capability that can 
help address timing and coordination related challenges.

Figures 61 and 62 (from [55]) illustrate how both the PLA and the Control-based Requirements-
oriented Adaptation (CobRA) framework map into the MAPE-K (i.e. monitor – analyze – plan – 
execute – knowledge) model of autonomic-computing. As highlighted in the daigram, the different 
MAPE stages share a knowledge base that integrates them, and cover the activities that are carried out 
by the control loop, namely: (i) monitoring the system and the environment; (ii) analyzing the 
information monitored and deciding whether the system has to adapt; (iii) planning the best course of 
action for adaptation; and (iv) executing adaptation. The CobRA approach also follows the MAPE-K 
model, combining principles from Requirements Engineering and Control Theory. The architecture of 
CobRA is depicted in figure 62, where each component corresponds to one of the MAPE stages.

This correspondence of the MAPE-K model with both PLA and CobRA, demonstrates an ability to 
map autonomic-computing oriented adaptation-strategies across various levels of dynamic control. For 
developing link-autonomy capabilities, this is especially useful due to the cross-layer cross-platform 
aspects of the respective freespace LOS data-link connectivity. Note that the respective 
communications terminals primarily reside within the physical and data layers of the protocol stack.

Fig. 59 Adaptation Transition Patterns: Example [57] Fig. 60 Latency-Aware Adaptation: Ex. Algorithm [57]

Fig. 61 Proactive Latency-Aware (PLA) Adaptation Loop [55]
Fig. 62 Control-based Requirements-oriented Adaptation

(CobRA) Framework [55]



8. Discussion
For developing link-autonomy and associated experimentation support for data-transport, data-
mediation, and data-synchronization, the previous sections provided representative examples of the 
areas of work that need to be addressed. Much of the discussion was from a MBSE/SOSE perspective 
and position of adopting, tailoring, and merging models/methods that are available within their 
respective application domains. In contrast to the more immediate incremental focus of the previous 
sections, this section focuses on the long-term end-goals, objectives, and desired outcomes. 

As indicated within the previous sections, much of the technologies surveyed can incorporate and 
immediately leverage available models, frameworks, and resources, while also providing the basis for a
roadmap for longer lead-time objectives. A key distinction of this effort is the intent to incorporate 
taxonomies of functions, algorithms, and their generic context-dependent utilization. With this context, 
an added objective is to more explicitly incorporate conceptual and abstract models that are otherwise 
more removed from the engineering and implementation details of ITI frameworks. The end-goal is to 
at least provide an explicitly defined conceptual accounting and mapping for MBSE/SOSE based 
development of ITI frameworks. This type of conceptual milestone for MBSE/SOSE enables the ability
to more directly work through and further develop the foundational aspects of the respective end-goals.

The initial steps are underway for developing this type of virtualization of algorithmic and ITI services 
capabilities. Development of virtual networks of representative self-adaptive RF/microwave LOS 
nodes provides a basis and foundation for assessing how to best accommodate and support 
development/experimentation for such highly-virtualized performance-metric oriented services. 

9. Summary and Conclusion
Agile network-enabled C2 requires a distributed-computing infrastructure that is tolerant to D-DIL 
communication/networking conditions. This is especially the case for time-sensitive mission-tasks 
operating within a variety of environments. Thus, there is a critical need for more explicitly modeling 
and understanding the different types of dynamically changing sources of degradation that, in turn, can 
cause different types of D-DIL conditions that impact mission success. The overall focus of this paper 
has been to further survey the applicable technologies, models, and resources, while addressing the 
practical challenges of implementing a MBSE/SOSE based framework that focuses on the need for 
improved adaptive self-healing (i.e. autonomic) link-autonomy and model-level I&I capabilities. 

As highlighted within the previous sections, much progress has been made within a range of domains 
and areas of specialization (i.e. domains of discourse), wherein each separately addresses various 
aspects of the associated ID/NCW ITI S&T needs.

Section two provided background information that helped to provide a working introduction to the need
and associated payoff for developing the type of capabilities descussed herein. This background 
information included discussion of previous work with multi-tier goal-oriented workflow management 
is covered within this context of ISR mission-support. Within section two, complementary connectivity
and link management efforts are also discussed in some detail. For supporting D-DIL conditions within 
challenging environments, various aspects of inter-related data-synchronization services (e.g. C2SS) 
and directional LOS ad-hoc networking (e.g. connectivity management, link management) efforts were 
also surveyed and reviewed.



Section three covered examples of standardized architectures and frameworks within applicable 
application and technology domains. For application-domain related architectures, a FMV example 
highlighted the incorporation of ESB reference architectures for coordinating and orchestrating FMV 
dataflow between producer-consumer endpoints. Within this context of ESB architectures, examples of 
adaptive ESB architecture frameworks were introduced and discussed.

With this initial introduction to adaptive enterprise computing components (e.g. adaptive ESB 
frameworks), self-optimizing enterprise architecture frameworks such as SDNs and SDEs were also 
discussed to further emphasize the emerging trend towards highly-virtualized service-oriented cloud-
computing infrastructures. The continuous-optimization and continuous-assurance (i.e. enterprise 
services) capabilities of emerging SDN/SDE architecture frameworks were also covered to highlight 
the emerging trend towards intrinsically adaptive, self-healing, and resilient/robust enterprise 
infrastructures. Finally, within section three, autonomic-computing models and associated frameworks, 
such as Rainbow, were introduced and discussed within this context of adaptive enterprise-computing 
infrastructure.

Section four covered metrics, indicators, and capability assessment models, within applicable 
technology domains. Examples from wireless networking and quality of service (QoS) focused best-
practices and standards are covered within this section. 

Section five covered emerging technologies and architectures for self-adaptive and self-optimizing 
systems. Applicable streaming-video and wireless networking examples are highlighted and discussed. 
An example of a self-optimizing wireless-networking architecture that focuses on the multi-objective 
optimization of inter-related objectives (e.g. coverage, quality of service, throughput, latency/delay, 
energy efficiency, cost) was noted as particularly applicable.

Section six reviewed applicable examples of risk management, reliability, and safety-engineering. 
Within this section, a number of standardized processes were highlighted, with a particular emphasis on
the opportunity to re-purpose and tailor/augment such standards for development/certification of 
adaptive LOS data-links that demonstrate link-autonomy.

Section seven provided a high-level review of example change and adaptation models that focus on 
particular features of interest for developing link-autonomy: (i) design-pattern oriented approaches for 
developing adaptation strategies and tactics; (ii) latency-awareness oriented methods and techniques 
that address timing, coordination, and proactive adaptation needs.

Section eight further discussed the various aspects of technology domains and respective examples that 
were reviewed and surveyed within the respective sections. The need for adoption and tailoring of the 
surveyed models, architectural frameworks, standards, and best practices, was also discussed. 

While incrementally addressing such challenges, the goal is to more effectively address the need to 
establish S&T roadmaps that incorporate possibly more disruptive and transformational technology 
development increments. In principle, the desired MBSE/SOSE approach should anticipate both a near-
term, as well as, longer-term evolution towards more fully virtualized self-adaptive distributed-
computing infrastructures. Furthermore, such infrastructures need to better represent and incorporate 
the elements of conceptual models and architectural components of resilient systems, autonomic 
frameworks, software defined environments, and cognitive networking technologies. 



10. Future Work and The Way-Ahead
This ongoing technology survey has been motivated by the desire to develop a MBSE/SOSE process 
that addresses conceptual I&I needs for EA/SOA/Cloud and related reference models, patterns, best 
practices, standards, and available resources. In particular, recently open-sourced resources are 
recognized as examples of inter-related, as well as inter-dependent, code bases that can be potentially 
co-evolved and tailored to address data-transport, data-mediation, and data-synchronization needs. 

The role and importance of self-adaptive time-sensitive data-transport, data-mediation, and data-
synchronization services, relative to information-exchange and interaction with unmanned systems is 
area of future work. For tactical ISR, the impact of D-DIL conditions on machine-to-machine, 
machine-to-human, and human-to-human interactions (and collaboration) are of particular interest. 
Working with robotics oriented projects and respective subject matter experts, such S&T challenges 
and associated capability gaps can be further addressed.
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System sequence diagram (https://en.wikipedia.org/wiki/System_sequence_diagram)
UML Interaction diagram (https://en.wikipedia.org/wiki/Unified_Modeling_Language#Interaction_diagrams)
Message sequence chart (https://en.wikipedia.org/wiki/Message_sequence_chart)

43 Battle management language (BML; https://en.wikipedia.org/wiki/Battle_management_language)
44 Capacity planning (https://en.wikipedia.org/wiki/Capacity_planning)

Provisioning (https://en.wikipedia.org/wiki/Provisioning)
45 Assertion (software development) (http://en.wikipedia.org/wiki/Assertion_%28software_development%29) 

Design by contract (http://en.wikipedia.org/wiki/Design_by_contract) 
Precondition (http://en.wikipedia.org/wiki/Precondition) 
Postcondition (http://en.wikipedia.org/wiki/Postcondition) 
Class invariant (http://en.wikipedia.org/wiki/Class_invariant) 

46 Hollywood principle (https://en.wikipedia.org/wiki/Hollywood_principle)
Event-driven architecture (https://en.wikipedia.org/wiki/Event-driven_architecture)
Process control network (https://en.wikipedia.org/wiki/Process_control_network)
Distributed control system (DCS; https://en.wikipedia.org/wiki/Distributed_control_system)
Cyber-physical system (CPS; https://en.wikipedia.org/wiki/Cyber-physical_system)

47 Event-driven process chain (https://en.wikipedia.org/wiki/Event-driven_process_chain)
Workflow patterns (https://en.wikipedia.org/wiki/Workflow_patterns)
Workflow Patterns, home page (http://www.workflowpatterns.com/)
Business Process Model and Notation (BPMN; https://en.wikipedia.org/wiki/Business_Process_Model_and_Notation)
XPDL (https://en.wikipedia.org/wiki/XPDL)

48 Autonomic computing (https://en.wikipedia.org/wiki/Autonomic_computing)
Autonomic networking (https://en.wikipedia.org/wiki/Autonomic_networking)
Self-management (computer science) (https://en.wikipedia.org/wiki/Self-management_%28computer_science%29)

49 Concern (computer science) (https://en.wikipedia.org/wiki/Concern_%28computer_science%29)
Separation of concerns (https://en.wikipedia.org/wiki/Separation_of_concerns)
Abstraction principle (computer programming) (https://en.wikipedia.org/wiki/Abstraction_principle_
%28computer_programming%29)
Core concern (https://en.wikipedia.org/wiki/Core_concern)
Single responsibility principle (https://en.wikipedia.org/wiki/Single_responsibility_principle)

50   OODA loop (https://en.wikipedia.org/wiki/OODA_loop)
       PDCA (https://en.wikipedia.org/wiki/PDCA)
51 Service Measurement Index (SMI; https://en.wikipedia.org/wiki/Service_Measurement_Index)
52 Quality of service (QoS; https://en.wikipedia.org/wiki/Quality_of_service)

Mobile QoS (https://en.wikipedia.org/wiki/Mobile_QoS)
53  Software quality (https://en.wikipedia.org/wiki/Software_quality)
      Quality assurance (https://en.wikipedia.org/wiki/Quality_assurance)
      Software quality assurance (https://en.wikipedia.org/wiki/Software_quality_assurance)
      Software quality management (https://en.wikipedia.org/wiki/Software_quality_management)


